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Learning Objectives

After this lecture, you will be able to:

1. Describe the Problem of Points and the solution proposed by Pascal
and Fermat.

2. Construct a tree diagram and use it to calculate the expected value.

3. Explain in what sense the expected value is a fair representation of
the outcome of a game or experiment.

4. Graph a simple tree diagram using ggtree. See Appendix for R code.



These slides use the following R packages

Setup:
library("tidyverse")
library("treeio")
library("ggtree")
theme_set(theme_bw())

The package ggtree is not available on the Comprehensive R Archive
Network (CRAN). Install it from Bioconductor:
install.packages("BiocManager")
BiocManager::install("ggtree")



The Problem of Points
▶ Pascal and Fermat (1654) were asked to solve a version of the

following problem:
▷ Two gamblers bet over a “fair” coin.
▷ Player 1 is awarded one point if the coin lands on heads (𝐻). Player

2 if the coin lands tails (𝑇 ).
▷ Best 2 out of 3 wins $100. But the game is interrupted after the first

flip. What is a fair way to divide the pot?

▶ Pascal and Fermat worked on the problem in a series of letters,
which was how science was done before academic journals.
▷ They calculated the expected winnings—the average amount won if

the game were played to completion over and over again.

▶ Their correspondence—less than three thousand words in total—not
only solved the then 160-year-old problem. It initiated the fields of
probability and statistics.
▷ Today, scientists largely rely on their reasoning to create and

evaluate algorithms.



Blaise Pascal (1623-1662) Pierre de Fermat
(1607-1665)

Source: https://en.wikipedia.org/wiki/Blaise_Pascal#/media/File:Blaise_Pascal_Versailles.jpg
https://en.wikipedia.org/wiki/Pierre_de_Fermat#/media/File:Pierre_de_Fermat.jpg

https://en.wikipedia.org/wiki/Blaise_Pascal#/media/File:Blaise_Pascal_Versailles.jpg
https://en.wikipedia.org/wiki/Pierre_de_Fermat#/media/File:Pierre_de_Fermat.jpg


Part of Pascal and Fermat’s correspondence
(Tannery 1894)



How did they calculate the expected winnings?

▶ The challenge was to enumerate all possible outcomes of the game
and determine their frequency.

▶ A coin flip is a type of experiment. A series of coin flips form a
multistage experiment.
▷ Outcomes of small multistage experiments are represented visually

with a tree diagram, which we demonstrate here.

▶ Pascal devised an algorithm for handling a large number of
independent coin flips using his eponymous triangle.
▷ Fermat figured out why the algorithm worked.
▷ The results were published posthumously in Treatise on Arithmetical

Triangle (1665).
▷ In this lecture, we use tree diagrams because the number of coin flips

is small enough to completely enumerate all outcomes on one slide.



Step 1: Enumerate all possible outcomes
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Step 1: Enumerate all possible outcomes
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 Player 2 expected winnings = ?



Step 2: Label the probability of outcomes by stage
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 Player 2 expected winnings = ?



Step 3: Multiply vertical probabilities
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1 8 1 8 1 8 1 8 1 8 1 8 1 81 23 = 1 8

Player 1 expected winnings = ?
 Player 2 expected winnings = ?



Step 4: Add probability-weighted outcomes
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 2 of 3 Player 1 Player 1 Player 1 Player 2 Player 1 Player 2 Player 2 Player 2

p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     

p =  1/2 

p =  1/2 1 − p =  1/2     

1 − p =  1/2     

p =  1/2 1 − p =  1/2     

1 8 1 8 1 8 1 8 1 8 1 8 1 81 23 = 1 8

Player 1 expected winnings = 1/8 x $100 + 1/8 x $100 + 1/8 x $100 + 1/8 x $100 = $50
Player 2 expected winnings = 1/8 x $100 + 1/8 x $100 + 1/8 x $100 + 1/8 x $100 = $50



Solution for best 2 of 3 if Player 1 ahead by 1

Flip 3

Flip 2

Flip 1
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Player 1 Player 2 Player 2 Player 2Player 1 Player 1 Player 1 Player 2

start (original)

start (after interruption)

Best

 2 of 3
 if Flip 1     H

p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     

p =  1/2 

p =  1/2 1 − p =  1/2     

1 − p =  1/2     

p =  1/2 1 − p =  1/2     

1 4 1 4 1 41 22 = 1 4 0 0 0 0

Player 1 expected winnings = 1/4 x $100 + 1/4 x $100 + 1/4 x $100 = $75
Player 2 expected winnings = 1/4 x $100 = $25



Pascal’s table for best 3 of 5 if Player 1 ahead by 1
(Tannery 1894)



In what sense is the expected value fair?
▶ A player’s winnings are representative, proportional to:

▷ the frequency the player would win the game if played a large
number of times, or equivalently

▷ the probability the player would win the game if one of these playings
were randomly chosen.

▶ Conversely, identical players winning at equal rates (or two groups of
players winning similar amounts) suggest the game is fair.
▷ Traditionally, equal division called “unbiased”. Unequal, “biased”.

▶ The 1970 Supreme Court Case Griggs v. Duke Power
Co. established this definition of fair as a basis for challenging
employment selection procedures under Title VII of the 1964 Civil
Rights Act (equal employment opportunity).
▷ They ruled a fair algorithm should hire qualified White and Black

applicants at equal rates.
▷ Bias may not be intended (disparate treatment/inequity). Neutral

policies can adversely affect one group (disparate impact/inequality).



But one’s expectation often a matter of perspective!

Flip 3

Flip 2

Flip 1
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Player 1 Player 1 Player 1 Player 2 Player 1 Player 2 Player 2 Player 2

start from perspective of Player 2

start from perspective of Player 1

p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     p =  1/2 1 − p =  1/2     

p =  1/2 

p =  1/2 1 − p =  1/2     

1 − p =  1/2     

p =  1/2 1 − p =  1/2     

1 8 1 8 1 8 1 8 1 8 1 8 1 81 23 = 1 8
1 4 1 4 1 4 0 0 0 01 22 = 1 4

Player 2 expects 1/2 of the pot
Player 1 expects 3/4 of the pot



Expectation (unbiasedness) just one notion of “fair”
▶ Calling an algorithm unbiased draws an analogy between a group of

observations (e.g. people) and hypothetical replications of a game.

▶ When the outcome is binary (e.g. win or lose), the results are often
communicated in percentages. For example,
▷ Suppose Player 1 and Player 2 are identical except that for every 100

Player 1s that play the game, 75 win.
▷ Since Player 1 and Player 2 are identical, Player 1 is only expected to

win 50 percent of hypothetical replications of the game.
▷ But Player 1 won 75 percent, suggesting game biased in favor of

Player 1. The bias is a 75 - 50 = 25 percent advantage.

▶ But groups of people are not like repeated games. An unbiased
algorithm does not consider:
▷ whether one player values or needs the win more than another.
▷ whether the outcome of one game is close to the outcome expected

if the game were repeated.
▷ whether the individuals within each group should be compared in the

first place. e.g. Are Player 1 and Player 2 really identical?
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Appendix: Newick Representation of Decision Tree

# Tree coded using Newick format
## parens. denote grouping of terminal nodes
## c.f. https://en.wikipedia.org/wiki/Newick_format

tree_text <- "((('Player 1', 'Player 1'),
('Player 1', 'Player 2')),

(('Player 1', 'Player 2'),
('Player 2', 'Player 2')));"

tree_data <- read.newick(text = tree_text)
ggtree(tree_data) + layout_dendrogram() +

geom_tiplab(hjust = .5, vjust = 1, parse = TRUE)

Player 1 Player 1 Player 1 Player 2 Player 1 Player 2 Player 2 Player 2



Appendix: Graph a lightly annotated tree

(decision_tree_unlabeled <-
ggtree(tree_data) +
layout_dendrogram() +
geom_vline(xintercept = -(1:3), linetype = 2) +
annotate("text", x = -(1:3)-.05, y = 0,

label = paste("Flip", 3:1)) +
annotate("text", x = -3.1, y = 4.5, label = "start") +
geom_label2(aes(branch,

label = c(rep(c("H","T"), 4), NA,
"H", "H", "T", "T", "H", "T")),

vjust = -1) +
annotate("text", x=0, y=0, label = "Best\n 2 of 3") +
geom_tiplab(hjust = .5, vjust = 1, parse = TRUE))



Appendix: Graph an annotated tree
(decision_tree_labeled <-

decision_tree_unlabeled +
geom_text(aes(branch),

label = c(rep(c("p = 1/2", "1 - p = 1/2"),4), NA,
rep("p = 1/2 ",2), rep("1 - p = 1/2",2),
"p = 1/2 ", "1 - p = 1/2")) +

annotate("text", x = .25, y = 2:8, label = "1/8",
parse = TRUE) +

annotate("text", x=.25, y=1, label = "1/2ˆ3~'='~1/8",
parse = TRUE) +

annotate("text", x = 1, y = 4.5,
label = "Player 1 wins with frequency =
1/8 + 1/8 + 1/8 + 1/8 = 1/2

Player 2 wins with frequency =
1/8 + 1/8 + 1/8 + 1/8 = 1/2") +

annotate("text", x = 1.5, y = 4.5,
label = "Player 1 expected winnings =
1/2 of pot"))


